How do we recognise who is speaking?
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1. ABSTRACT

The human brain effortlessly extracts a wealth of information from natural speech, which allows the listener to both understand the speech message and recognise who is speaking. This article reviews behavioural and neuroscientific work that has attempted to characterise how listeners achieve speaker recognition. Behavioural studies suggest that the action of a speaker’s glottal folds and the overall length of their vocal tract carry important voice-quality information. Although these cues are useful for discriminating and recognising speakers under certain circumstances, listeners may use virtually any systematic feature for recognition. Neuroscientific studies have revealed that speaker recognition relies upon a predominantly right-lateralised network of brain regions. Specifically, the posterior parts of superior temporal sulcus appear to perform some of the acoustical analyses necessary for the perception of speaker and message, whilst anterior portions may play a more abstract role in perceiving speaker identity. This voice-processing network is supported by direct, early connections to non-auditory regions, such as the visual face-sensitive area in the fusiform gyrus, which may serve to optimize person recognition.

2. INTRODUCTION

In addition to its message, natural speech conveys a wealth of information about who is speaking. The human brain effortlessly extracts this information alongside the speech message, and most normal-hearing listeners find it easy to identify a personally familiar or famous speaker, as well as being able to understand what was said. It is currently unclear how listeners accomplish such robust speaker recognition, and humans generally outperform machine algorithms on this task, particularly when listening to degraded speech (1).

In the present article, we review studies relevant to the question of speaker recognition. The scope of the article is intentionally broad in order to encompass relevant findings from multiple disciplines. It is divided into two main sections. In the first, we discuss behavioural studies that shed light on the cognitive and perceptual processes underlying speaker recognition. Some of these studies have attempted to document the sources of inter-speaker variation that lead to perceptual differences in ‘voice quality’. Others have investigated which acoustic cues are important for recognition per se, and how the speaker
identity is encoded. The second section discusses clinical and neuroimaging studies that have investigated the neural mechanisms underlying speaker recognition. These studies have investigated the brain networks specialised for processing voices and for recognising speakers, and have begun to explore how voice-selective brain regions interact with regions specialised for other tasks (e.g., face perception) to improve person recognition.

3. BEHAVIOURAL STUDIES

3.1. Perceptual differences between speakers

A logical starting point for investigating speaker recognition is to consider how speakers differ from one another perceptually. Such differences could be used as cues for discriminating between different speakers, judging their personal characteristics (e.g., their sex), or identifying specific individuals. The study of the sources of these interspeaker variations comes under the moniker of ‘voice quality’ research (for reviews, see 2, 3, 4).

Considering the anatomy of the vocal system reveals some of the major antecedents of voice quality (Figure 1A). According to the source–filter theory of speech production (5), speech can be modelled as the action of a filter on a sound source. In voiced speech, the ‘source’ is a periodic waveform called the glottal pulse, created by the opening and closing of the vocal folds in the larynx (Figure 1A, green area). The ‘filter’ comprises the supralaryngeal vocal tract and lips, whose shape and size determine the waveform’s spectral envelope and the formant frequencies (Figure 1A, blue area). Speakers manipulate their instantaneous source and filter characteristics to create the different phonetic elements of speech, but there are also relatively long-term (or ‘quasi-permanent’, 6) characteristics that are dependent on anatomy and are specific to the speaker.

The rate of vibration of the vocal folds, called the glottal-pulse rate (GPR), determines the speaker’s fundamental frequency ($f_0$) and their perceived vocal pitch (Figure 1B). Several behavioural studies have shown that GPR influences the perceived similarity of unfamiliar speakers (7, 8, 9, 10, 11, 12, 13). In these studies, listeners were instructed to rate the similarity of pairs of speech stimuli produced by different speakers, and the ratings were analysed using multidimensional-scaling techniques. In each of them, listeners’ similarity ratings were heavily influenced by the measured $f_0$ or the perceived pitch of the stimuli. This was true for different kinds of speech stimuli (isolated vowels: 7, 10, 11, 13; whole words: 8; sentences: 9, 10, 12), and when listeners heard only male speakers, only female speakers, or a mixture of both (13). Thus, GPR
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appears to be an important aspect of voice quality, irrespective of the particular stimuli or speakers.

Another important aspect of voice quality is overall vocal-tract length (VTL). VTL is a filter characteristic: the spectral envelope of speech produced by a speaker with a long VTL is shifted downward in log-frequency space relative to a speaker with a short VTL (Figure 1B). Modern software has allowed researchers to manipulate VTL experimentally: vocoders such as STRAIGHT can decompose any speech signal using source–filter theory and then synthesise new stimuli with different source/filter configurations (14, 15). Psychophysical studies using STRAIGHT have shown that listeners are highly sensitive to VTL modifications, even when the values tested are outside the biologically plausible range (16, 17). Unfortunately, it is not possible to determine precisely how much influence VTL has on the perceived similarity of unfamiliar speakers from the aforementioned multidimensional-scaling studies because none of them measured their speakers’ VTLs or used vocoded stimuli. However, a number of them did find that listeners’ similarity ratings were influenced by the speakers’ mean formant frequencies, which are determined partly by VTL, although this influence was generally weaker than that of GPR (7, 10, 13). In another study, Gaudrain and colleagues (18) presented listeners with pairs of three-vowel sequences, and asked them to judge whether ‘[it was] possible that both sequences were uttered by the same speaker?’ The same male speaker spoke all the vowels, but his GPR/VTL was manipulated using STRAIGHT so that it differed between sequences. The authors found that listeners reported hearing different speakers with a VTL difference of at least 25%, or with a GPR difference of at least 45%. Therefore, according to this study, VTL may be perceived as a more consistent aspect of voice quality than GPR, at least when listening to isolated vowels (see also 19).

Not only are speaker-related differences in GPR and VTL perceptually salient, but listeners use these differences to infer some of the personal characteristics of a speaker. For example, GPR and VTL are important cues for discriminating speaker sex and size. Males have longer vocal tracts than females, and also tend to have slower GPRs due to their longer vocal folds (20); these differences are consistent enough for reliable sex classification based on GPR and VTL by machine-learning algorithms (21, 22). Some studies have suggested that listeners primarily use GPR when discriminating speaker sex (23, 24), but others have shown that accurate sex discrimination can be achieved even when the f0 is modified or absent from speech (25, 26, 27, 28, 29, 30, 31, 32). More recent studies suggest that when listening to isolated vowels, both GPR and VTL contribute to the perception of speaker sex (33, 34, 35), and that there are not many ‘residual’ sex cues when GPR and VTL are controlled (36, 37; cf. 38). However, when listening to more complex stimuli such as whole sentences, GPR and VTL are less important because residual sex cues are available, including greater prosodic variation and faster articulation in females (22, 39, 40). Several studies have found that listeners use GPR and VTL to judge speaker size (34, 37, 41, 42, 43, 44). The role of GPR in such judgements is somewhat surprising because there is essentially no relationship between a speaker’s GPR and their height, weight, or surface area, after controlling for effects of age and sex (45, 46, 47). VTL, on the other hand, is strongly correlated with speaker size (48).

Glottal and vocal-tract characteristics also have other influences on voice quality. One might describe a speaker as sounding ‘breathy’, for instance. Over the years, there have been many attempts to define and measure these kinds of descriptive terms. For example, in the scheme of ‘voice-profile analysis’ devised by Laver (49, 50), voice quality is defined on a number of six-point descriptive scales or ‘settings’. Each of these settings corresponds to an anatomical antecedent consistent with source–filter theory; for example, a breathy setting is one where the vocal folds do not close completely during vibration. Other glottal settings, according to this scheme, include laryngeal tension, whisperiness, creakiness, harshness, and falsetto. Settings related to the vocal tract include lip configuration, laryngeal position, jaw position, and tongue position. Voice-quality schemes such as Laver’s (for another scheme, see 51) rely on the subjective ratings of listeners — usually expert phoneticians — rather than objective anatomical or acoustical measurements. It turns out that these schemes tend to have low inter-rater reliability, even among phoneticians (52, 53). Since listeners do not agree on how to use subjective voice-quality terms, their real-world validity is questionable. An alternative approach to defining voice quality has been to make acoustic measurements directly from the speech waveform. Voice quality is therefore defined on objective acoustic dimensions, such as ‘jitter’ (variation in frequency around the f0), ‘shimmer’ (variation in amplitude), and harmonics-to-noise ratio (e.g., 54). This approach is also problematic, because listeners may not necessarily perceive variation along these acoustic dimensions (55). For example, several studies have instructed listeners to rate the perceived breathiness of unfamiliar speakers, and each found that breathiness was most strongly correlated with a different combination of acoustic measures (56, 57, 58, 59). In short, the lack of consistency across theoretical, acoustical, and perceptual studies of voice quality makes it very difficult to draw firm conclusions about precisely which glottal and vocal-tract characteristics, besides GPR and VTL, have a significant impact on the perceptual differences between speakers (reviewed by 2, 3).

It is important to point out that simply considering the anatomical differences between speakers’ vocal systems cannot capture all the aspects of voice quality that are potentially useful for speaker recognition. For example, formant frequencies are influenced by factors such as accent, dialect, and individual speaking style, in addition to a speaker’s anatomy. In their classic study, Peterson and Barney (60) measured the frequencies of the first two vowel formants from recordings of many speakers reading monosyllabic words (heed, hid, head, etc.) They found inter-speaker variations that were so large that the same vowel produced by two different speakers could be nothing alike: for instance, one speaker’s hid could be more
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similar to another’s head. However, the authors only used speakers from the eastern seaboard of the United States; more recent measurements, which have incorporated speakers from all over the United States, have revealed even greater variability, presumably because of differences in accent and dialect (61, 62, 63). Such non-anatomical factors have been largely ignored by previous research on voice quality. However, as discussed later on, they are likely to play a critical role in the perception of speaker identity, particularly when listeners hear more complex speech stimuli, such as whole sentences.

3.2. Recognition of unfamiliar speakers

The behavioural studies discussed in the previous section all involved discrimination, requiring listeners to make judgments about voices, or compare pairs of stimuli in terms of some perceptual dimension. By contrast, recognition is the ability to identify a specific speaker from previously unheard speech. It does not necessarily follow that the acoustic cues relevant for discrimination discussed in the previous section are the same ones that are relevant for recognition, or that discrimination and recognition rely on the same kinds of perceptual and cognitive processes.

Many studies have investigated the circumstances that influence the reliability of ‘ear-witness testimony’, or how well listeners can pick out a target speaker they previously heard from an auditory ‘line-up’ (reviewed by 64, 65, 66). These studies can be thought of as investigating the processes underlying the recognition of unfamiliar speakers, since listeners had limited exposure to the target speakers prior to testing. These studies have found that recognition rates improve monotonically with the duration of the initial speech samples, being very poor at short durations (e.g., 6 seconds, 67), but much better at longer durations (e.g., 30 seconds, 68, 70 seconds, 66, 8 minutes, 69, see also 70, 71). Recognition rates decline as a function of the retention interval, but may remain above chance levels up to 4 weeks after initially hearing the target speaker (e.g., 67, 68, 69, 70, 71, 72, 73, 74). Listeners are best at recognition when the target speaker and the others in the line-up all have accents similar to their own (75, 76), and when all of the speech is in their native language (77, 78, 79, 80, 81). There has been some debate about whether recognition rates are influenced by interactions between the sex of the listener and of the speaker; a large-scale meta-analysis of several ear-witness experiments suggests that female listeners are significantly better at recognising female than male speakers, but that no similar advantage exists when male listeners hear male speakers (82, see also 65). Ear-witness recognition is disrupted if the target speaker deliberately disguises his or her voice between the initial and test stimuli (83, 84, 85, 86): even relatively minor changes in speaking style, such as switching from a normal to an angry tone, are enough to disrupt recognition (84).

Kreiman and colleagues have suggested that many of the findings of these studies can be explained in terms of a prototype model of speaker recognition (3, 73, 87). Prototype models are a common class of psychological model and have been used to explain the long-term encoding, categorization, and recognition of many kinds of stimulus (e.g., 88, 89, 90, 91). According to these models, the identity of a stimulus is encoded in terms of its deviations from an internal representation of a prototype or average stimulus. These models predict that stimuli are more faithfully represented if they are similar to the prototype (i.e., more typical) than if they are dissimilar (i.e., more distinctive). Since prototypes are based on prior experiences, speakers with the same accent as the listener are likely to be more similar to the prototype, and therefore easier to recognise, than those with different accents (75, 76). Moreover, if prototypes are formed at the level of specific phonemes, speaker recognition should be better in the listener’s native language (77, 78, 79, 80, 81).

A behavioural study (73) provides direct evidence for the prototype model. Papcun et al. found that, several weeks after first hearing a target speaker, the proportion of times another speaker was labelled erroneously as the target increased over time. Importantly, this ‘false-alarm’ rate was higher for a distinctive speaker than a more typical-sounding speaker, suggesting that listeners’ memories for speakers decay more rapidly when they are far from the prototype. Not all the results from studies on unfamiliar-speaker recognition are consistent with this assumption of the model, however. The model is difficult to reconcile with the basic finding that listeners are better able to remember highly distinctive speakers than more typical ones initially (92). Furthermore, a study by Yarmey (74) reached just the opposite conclusion to one reached by Papcun et al.. In this study, listeners heard either a distinctive or more typical speaker, then (up to one week later) rated the speaker’s voice on several descriptive voice-quality terms. It was found that descriptions of the typical speaker became less reliable than descriptions of the distinctive speaker after delays in testing, suggesting that memory for the typical speaker had decayed more rapidly than memory for the distinctive speaker. Another issue with the prototype model is that so far no alternatives have been proposed or tested; it could be that a different kind of classification/recognition model provides a better explanation for the findings in the literature.

3.3. Recognition of familiar speakers

Numerous studies have investigated how well listeners recognise speakers with whom they are already familiar. Studies of this kind have tested listeners’ recognition abilities when the stimuli have different durations (e.g., 93, 94, 95, 96), and when they have been modified acoustically (e.g., 94, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110). Acoustic manipulations have ranged from gross modifications affecting many potential recognition cues at once (e.g., filtering, 93, 94, 97; time reversing, 95, 101, 107; noise vocoding, 102) to more subtle manipulations that alter specific voice-quality characteristics (e.g., 98, 99, 103, 104, 105, 106). To ensure a high degree of prior familiarity with the speakers, these studies either used speakers and listeners who were already known to one another, such as classmates or work colleagues (93, 94, 95, 97, 102, 103, 105, 106, 111), used recordings of famous speakers (96, 100, 101), or included initial training in which the listeners

Glottal and vocal-tract characteristics appear to play a moderately important role in familiar-speaker recognition (97, 98, 99, 103, 104, 105, 106). Abberton and Fourcin (98) instructed listeners to identify five female classmates from recordings of sentences made with a laryngograph, an instrument that can be used to generate stimuli reflecting the activity of the speaker’s vocal folds without the filtering effect of the vocal tract. Listeners recognised the speakers from the laryngographic stimuli at well above chance levels, suggesting that glottal information alone can be used to recognise familiar speakers (see also 97, 98). However, performance was worse than with natural speech, which contains both glottal and vocal-tract information, and worse than with whispered speech, which contains vocal-tract information but little glottal information. In the most extensive study of its kind, Lavner et al. (105) instructed 30 listeners to identify 20 familiar male speakers — all members of the same kibbutz — from modified recordings of /a/ vowels. The modifications included shifting the frequencies of individual formants or combinations of formants to those of another speaker, shifting the whole spectral envelope (i.e., the VTL), changing the $f_0$, changing the shape of the glottal waveform, and creating ‘hybrid’ voices with the glottal characteristics of one speaker and the vocal-tract characteristics of another. Shifting the formant frequencies (particularly the higher formants, which remain relatively more stable than the lower ones across speech produced by a single speaker) and the whole spectral envelope had the largest effects on recognition. Shifting the $f_0$ (i.e., GPR) also had a strong effect, but changing the shape of the glottal waveform had little impact on recognition (cf. 99). Since Lavner et al. only used /a/ vowels, it is not clear whether their findings hold for whole words or sentences, or even different vowels.

Given the considerable differences between their methodologies — the use of different acoustic manipulations, different numbers of speakers and listeners, different kinds of speech stimuli, and different methods of ensuring familiarity — it is difficult to assess the relative importance of recognition cues by making direct comparisons across studies. However, one consistent finding is that familiar-speaker recognition is robust to extreme acoustic manipulation, particularly when listening to relatively long-duration speech samples. For example, Remez et al. (111, see also 107, 32) found that listeners could recognise their colleagues above chance levels from ‘sine-wave sentences’, intelligible synthetic stimuli composed of three or four time-varying sinusoids that trace the frequency contours of the formants from a real sentence. Sine-wave sentences contain very few traditional voice-quality cues — GPR and other glottal characteristics are lost completely, although VTL may be partially inferable — but retain some information regarding speaking style. By contrast, a study by Van Lancker et al. (100) found that listeners could sometimes recognise famous speakers from time-reversed speech, which has the same long-term spectro-temporal properties as natural speech but little information about speaking style (see also 95, 96, 107). Taken together, these results suggest that natural speech contains redundancies that allow listeners to use different sets of cues to recognise speakers, depending on the stimuli.

Another consistent finding is that the relative importance of a particular cue for familiar-speaker recognition depends on the speaker. For instance, Lavner et al. (106) found that some speakers were difficult to recognise from speech in which their vocal-tract characteristics were modified, but that the same manipulations hardly affected the recognition of other speakers. In a follow-up study, the authors attempted to predict via multiple regression listeners’ recognition scores from direct measurements of the acoustic signals (107). They found that the regression weights for different predictors varied considerably across speakers. Similarly, van Dommelen (104) instructed listeners to identify five personally familiar female speakers from individual syllables and sentences, which were either unmodified or modified in one of three ways (overall $f_0$ altered, $f_0$ contour altered, or ‘speech rhythm’ altered). Recognition was poorest when the overall $f_0$ was altered, but this effect was strongest for the speakers with the highest and lowest original $f_0$ values. These results, together with those discussed in previous paragraph, strongly suggest that there is no canonical, closed set of cues along which familiar speakers are defined and recognised. Instead, they suggest that familiar-speaker recognition is a highly stimulus- and speaker-contingent process.

It is currently unclear to what extent the same principles govern the recognition of unfamiliar and familiar speakers. Some authors have proposed that they are qualitatively different processes (3, 73). However, in principle, there is no reason why both familiar and unfamiliar speakers cannot be encoded with reference to a prototype. Recently, Latinus et al. (116) provided evidence that the prototype model may apply to relatively familiar speakers. Studies of face perception suggest that average faces — synthetic stimuli constructed by averaging the features of many real faces — play a special role in face adaptation (for a review, see 117), suggesting that faces are represented in a multidimensional feature space, and that individual facial identities are encoded along vectors which all pass through the centre of this space. Latinus et al. (116) suggested that average voices play a similar role in speaker adaptation (see also 118, 119), implying that speakers are encoded relative to a prototype. Crucially, in this study, the listeners were more familiar with the target speakers than in previous studies of unfamiliar-speaker recognition or voice adaptation, having been trained to recognise them over about 6 days with various kinds of speech stimuli prior to the main experiments. However, the authors only tested for adaptation effects using isolated vowels, so it is unclear whether their findings generalise to whole words and sentences.

Further evidence that the prototype model may apply to familiar speakers is that listeners are better at recognising speakers from sentences in their native
language than a foreign language, even after extensive training (113, 114, 115). Although these results suggest that the principles governing unfamiliar- and familiar-speaker recognition may be broadly similar, the issue becomes more complicated if one considers that the relative familiarity of the speakers may be important. Even after prolonged amounts of speaker-recognition training, a target speaker heard only during the course of a laboratory experiment lacks the rich semantic and visual information associated with people the listeners interact with in their normal lives. It would be interesting to determine whether the results of Latinus et al. (116) and Perrachione et al. generalise to the recognition of speakers who are personally known to the listeners.

4. NEURAL MECHANISMS OF SPEAKER RECOGNITION

4.1. Clinical studies

A difficulty in recognising familiar people by their voices is called ‘phonagnosia’ (120). As recently reviewed by Gainotti (121), phonagnosia oftentimes co-occurs with a difficulty in recognising faces (‘prosopagnosia’), usually following large lesions in the right or bilateral temporal lobes (e.g., 122, 123, 124, 125, 126). This is in contrast to the strong dissociation between prosopagnosia and naming familiar people. Prosopagnosia is normally observed in patients with right-hemisphere or bilateral lesions, and cases of phonagnosia proper (wherein the impairment cannot be explained in terms of some other difficulty) are very rare in patients with only left-hemisphere lesions (reviewed by 127, 128). By contrast, left-hemisphere lesions can lead to impairments in naming (e.g., 129). The dissociation between faces and names is consistent with the popular idea that the left temporal lobe may serve as the nexus for retrieving the verbal information associated with concrete entities (e.g., 129, 130, 131).

Although phonagnosia and prosopagnosia often occur together, they are also occasionally dissociated. For example, Van Lancker and Canter (120) instructed 30 patients to identify famous white males from photographs and speech recordings. They found that five patients were poor at recognizing the speakers, but could recognize the faces normally. Five other patients exhibited prosopagnosia, and three exhibited both phonagnosia and prosopagnosia. It should be noted that this study did not rule out the possibility that there were differences in the patients’ abilities on other auditory tasks. In several subsequent studies (132, 133, 134), patients not only identified famous speakers (recognition), but also judged whether pairs of speech stimuli were produced by the same or two different unfamiliar speakers (discrimination). These studies reported a double-dissociation between recognition and discrimination: in general, recognition impairments were associated with right-hemispheric parietal-lobe damage (see also 135), whereas discrimination impairments were associated with damage to either temporal lobe.

In a related study, Neuner and Schweinberger (136) instructed 36 clinical patients and controls to indicate whether faces, speech samples, or written names corresponded to famous or unknown people. Those who performed poorly on one or more of these tasks additionally performed control tasks which required them to judge whether images, sounds, or written words corresponded to living or inanimate objects. The authors also included unfamiliar face- and speaker-discrimination tasks. Although the authors observed many patterns of deficits, four patients appeared to exhibit pure phonagnosia, being worse than controls at classifying speakers (but not faces or names) as famous or unknown. Importantly, these patients were not impaired at classifying non-speech sounds, and since they performed normally on the control tasks, their impairments could not be explained in terms of anomia (impairments in naming or the recognition of names) or general auditory dysfunction. Consistent with the earlier reports (132, 133, 134), three of the four phonagnosics performed normally on the speaker-discrimination task, suggesting that their impairments were related to the recognition of speakers per se. Although speaker-recognition and discrimination deficits were more commonly associated with right-hemisphere damage, the patterns of lesions were complex and it is difficult to interpret them in relation to the behavioural findings in a straightforward way.

Taken together, clinical studies involving speaker recognition suggest that regions within the right hemisphere are important for recognising speakers, and that these regions are at least partially different to those involved in face and name recognition. These studies also suggest that the neural mechanisms governing speaker and face recognition either overlap or interact with one another, because cases in which phonagnosia and prosopagnosia co-occur are much more common than those in which phonagnosia occurs alone (for detailed reviews, see 121, and the article by Gainotti in the current issue).

There has been one reported case of congenital phonagnosia in the literature (137). The authors compared the performance of patient KH to controls on a range of tasks, including recognising famous speakers, learning and subsequently recognising previously unfamiliar speakers, speaker discrimination, speech-in-noise perception, environmental-sound recognition, vocal affect perception, music perception, face recognition, as well as basic auditory and neuropsychological measures. Despite having normal hearing and no known brain damage, KH was impaired on all of the speaker-related tasks. Her impairments included both recognition and discrimination, and affected the perception of famous and previously unfamiliar speakers. By contrast, KH performed normally (or slightly better than controls) on all but one of the other tasks — she was worse than controls at understanding speech in high levels of background noise.

4.2. Voice selectivity

In a seminal study, Belin et al. investigated the processing of voices in the healthy human brain (138). In their first experiment, individuals passively listened to human vocal sounds, including speech and non-speech (e.g., coughs, cries), and other natural sounds (e.g.,
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Figure 2. A) Brain regions in the superior temporal lobe exhibiting voice selectivity. Squares represent the foci of maximal activity from several different fMRI studies that contrasted the neural activity elicited by vocal sounds with the activity elicited by other sounds. Notice that posterior, middle, and anterior portions of the STS/STG are all voice selective refs: blue: 138, 140, 142; red: 153; orange: 145, 146, 147; magenta: 139, 141; green: 148, 166; cyan: 150) B) The foci of maximal activity from studies implicating the middle and anterior portions of the STS as being important for the processing of speaker identity (refs: blue: 143; red: 177, 178; orange: 148, 149)

machinery, animal vocalizations) whilst their brain activity was recorded with fMRI. The main finding was that multiple brain regions exhibited ‘voice selectivity’, responding more strongly to the human vocal sounds than the other sounds on average. The voice-selective regions were mostly located along the upper bank of the superior temporal sulcus (STS), with separate maxima in the posterior, middle, and anterior portions. Voice selectivity in the STS was bilateral, but appeared to be stronger in the right hemisphere. The other voice-selective maxima were in bilateral middle temporal gyrus and left planum temporale located close to STS, and the right precuneus in the parietal lobe.

Subsequent fMRI studies have since replicated the basic finding that the temporal lobe contains multiple voice-selective regions (see Figure 2A). These studies have compared the brain activity elicited by voices to the activity elicited by other natural sounds (139, 140, 141, 142), animal vocalizations (140), spectrally scrambled stimuli (143, 144, 145, 146, 147), noises (148, 149, 150, 151), tones (139, 141, 152), intelligible noise-vocoded speech (144), and faces (153). Although the precise locations of maximal activity differ across studies, it is a consistent result that multiple temporal regions usually located within the STS and/or superior temporal gyrus (STG) respond more strongly to voices than other kinds of sounds.

Further evidence of voice selectivity comes from other neuroimaging techniques. Several EEG and MEG studies have revealed that voices evoke different brain potentials to other sounds (e.g., 154, 155, 156, 157, 158, 159, 160, 161), sometimes as early as around 200 ms after stimulus onset (160, 161). A recent study using transcranial magnetic stimulation revealed that stimulating the right temporal lobes of healthy listeners impairs their abilities to classify natural sounds as either vocal or non-vocal (162). Temporal-lobe voice selectivity develops during infancy (e.g., 163, 164), and is also present in the brains of non-human animals: two recent studies have revealed an area in
the right anterior temporal lobe of the macaque brain that responds more strongly to conspecific than heterospecific vocalizations and other environmental sounds (165, 166).

A particular brain area could be voice-selective for any number of reasons, and recent work has begun to delineate the voice-selective temporal regions into their specific functional roles. Although we are far from a complete understanding of how the brain processes voices, progress in this area is rapid. A discussion of the neural mechanisms of all aspects of voice perception is beyond the scope of this article (for overviews, see 167, 168, 169); instead, we will focus now on research relevant to the question of how the healthy human brain recognises who is speaking.

4.2. Processing of GPR and VTL

As discussed earlier, a speaker’s long-term glottal and vocal-tract characteristics are two major aspects of voice quality, and both can be used for speaker recognition. A speaker’s GPR is perceived as vocal pitch, and numerous fMRI and MEG studies have investigated the neural correlates of pitch perception using synthetic laboratory sounds, such as complex tones and periodic noises (for a review, see 170). These studies have mostly found that bilateral antero-lateral Heschl’s gyrus (HG) responds more strongly to pitched sounds than non-pitched sounds (e.g., 171, 172, 173). Two fMRI studies have explored the neural correlates of GPR perception by presenting listeners with sequences of syllables that were all synthesised from one original speaker (174, 175). In one of these studies (176), listeners heard sequences of voiced (i.e., pitched) syllables and sequences of ‘whispered’ syllables in which the speaker’s glottal-source waveform was replaced by noise. It was found that voiced syllables activated antero-lateral HG more than whispered syllables, suggesting that vocal pitches are processed by the same neural mechanisms as the pitches of other sounds. Greater activity was observed in a more anterior region adjacent to antero-lateral HG when the authors compared the activity elicited by sequences of voiced syllables in which the speaker’s GPR was randomly shifted from one syllable to the next than when the speaker’s GPR always stayed the same. The latter result is consistent with studies showing that melodies elicit greater activity in anterior regions than sequences of same-pitch sounds (e.g., 171).

Several fMRI studies have also explored the neural correlates of VTL perception using synthesised syllables (174, 175, 176). Two studies found that bilateral portions of the posterior STS/STG (along with other areas) responded more strongly to VTL-varying syllable sequences than VTL-fixed sequences (175, 176). In one of these two studies (175), listeners also heard sequences of synthesised musical instruments and bullfrog vocalizations, whose spectral envelopes were either fixed or varied randomly within a sequence. It was found that posterior STS/STG responded more strongly to VTL variation in the vowels than to variation in the spectral envelopes of the non-speech sounds, whereas portions of the anterior temporal lobe and intra-parietal sulcus responded to variation in spectral envelope irrespective of sound category. These results suggest that posterior STS/STG is specialised for processing spectral-envelope fluctuations of the kind present in speech.

4.3. Processing of speaker identity

There is converging evidence suggesting that the anterior region of the STS plays a more abstract role in the processing of speaker identity per se. In a follow-up to their original study, Belin et al. (143) presented listeners with sequences of speech sounds, non-speech vocal sounds, and spectrally scrambled versions of the same stimuli (the same frequency components, but with their amplitudes and phases randomised). They found that bilateral posterior, middle, and anterior STS, along with bilateral primary auditory cortex, all responded more strongly to unscrambled speech than scrambled speech (see also 148, 146, 147). Importantly, only two foci in the right middle/anterior STS responded more strongly to unscrambled non-speech vocal sounds than to their scrambled versions (see Figure 2B). This result suggests that these regions responded to the presence of a voice rather than the presence of acoustic features or linguistic content. However, these regions also responded more strongly to unscrambled speech than unscrambled non-speech. Speech typically conveys more speaker information than non-speech; therefore, a speculative explanation for the latter result is that the middle/anterior STS regions responded most strongly to the category of stimulus that contained the richest amount of information regarding the speaker.

Further support for the idea that the right anterior STS processes speaker identity rather than the speech message comes from a study using fMR adaptation (177). Listeners heard sequences of syllables in which either the syllable or the speaker randomly varied from one syllable to the next. Activity in the right anterior STS was reduced when the speaker repeated and the syllable varied than when the syllable repeated and the speaker varied; in other words, this area adapted to the presentation of different speech sounds from the same speaker. Another study (178) found that repetition of the speaker led to significant reductions in activity regardless of linguistic content in the middle/anterior superior temporal region, but this effect was bilateral rather than restricted to the right hemisphere. The authors also reported speaker-identity adaptation in the left inferior frontal gyrus.

If right anterior STS is important for encoding speaker identity, it should play an important role when listeners are required to recognise the speaker rather than the speech message. In the first of a series of related fMRI studies (148), listeners heard random sequences of sentences spoken by six different unfamiliar speakers, and performed two different tasks. In one task (the speech task), they were instructed to respond each time a sentence was the same as the very first sentence in the sequence, regardless of the speaker. In the other (the speaker task), they were instructed to respond each time a sentence was spoken by the same speaker as the first sentence, regardless of the speech message. The authors found greater activity in the right anterior STS (and also right precentral) during
the speaker task than during the speech task. The activity in these areas must have related to task demands because listeners heard exactly the same stimuli during both tasks. The anterior STS showed another interesting response pattern during the experiment: it was no more active during the speech task than during a control condition in which the listeners heard speech-envelope noises (replicated in a subsequent study, 149). This result provides a further indication that the activity in the anterior STS related to the processing of voice identity rather than being an obligatory response to stimulus characteristics.

Further support for the idea that right anterior STS processes speaker identity comes from an fMRI study using multivariate pattern analysis. Formisano et al. (179) repeatedly presented listeners with three vowels spoken by three speakers (one female) and attempted to classify individual trials based on the fMRI responses. Successful speaker classification relied on a relatively small set of brain regions which were mostly located in the right hemisphere. Consistent with the studies discussed above, the greatest concentration of informative voxels was in right anterior STS.

Other fMRI studies have also implicated a role of the anterior temporal lobe in voice-identity processing, but have used relatively complex designs which make the precise function of this region difficult to decipher. Warren et al. (180) presented listeners with syllable sequences from the same or different speakers, which were noise-vocoded using 1, 6, or 32 filter channels. The authors found that activity in right anterior STS (along with bilateral posterior STS, right posterior STG, and left middle temporal gyrus) correlated positively with the number of filter channels but did not differ depending on whether the syllables were from the same or different speakers (cf. 177, 178). However, whether the anterior STS responded to the speaker-related aspects of the stimuli in this study is unclear because the acoustic manipulations, whilst affecting how ‘voice-like’ the stimuli sounded, also affected other things such as their intelligibility. Two recent studies combined stimuli generated from voice-morph continua with prior behavioural training on a speaker-recognition task to investigate the perception of speaker identity (181, 182). The first (183) reported that bilateral anterior temporal regions displayed ‘identity sensitivity’. However, the study used an unusual paradigm in which listeners learned (and then re-learned) to associate portions of a voice-morph continuum with an arbitrary face; therefore, none of the speech stimuli used in this study had identities in the traditional sense. The second study used a related design, but did not find sensitivity to speaker identity in the temporal lobes (184).

The findings discussed above are in several respects reminiscent of those regarding the role of the fusiform face area (FFA) during face perception. First, several studies have shown that the FFA adapts to facial identities under certain circumstances (reviewed in 183). Second, FFA activity is task-modulated: it is stronger in response to mixed images containing both faces and houses when the subjects attend to the faces than when they attend to the houses (184). Third, it is currently thought that the FFA does not respond to any specific facial configurations or features, but rather processes facial identity in a holistic manner (see 183); this is somewhat similar to the observations made earlier that posterior rather than anterior superior temporal regions are sensitive to specific voice-quality features such as VTL. A final similarity lies in the processing of typical and distinctive faces and voices. Distinctive faces (those that deviate considerably from the average face) elicit stronger FFA activity than more typical ones (185). Similarly, an fMRI study that compared the neural responses to typical male and female speakers to those of atypical speakers (the same speakers, but whose GPRs were shifted to values more typical of the opposite sex) found that atypicality elicited stronger activity in an area very close to anterior STS (186, see also 181). Taken together, these findings suggest that the right anterior STS and the FFA might perform similar functions in the recognition of speakers and faces, respectively.

4.4. Unfamiliar versus familiar speakers

To date, only a few studies have investigated the neural correlates of speaker familiarity. An early study (187) found increased activity in several brain regions (left frontal pole, right temporal pole, right entorhinal cortex, and left precuneus) in response to sequences of sentences spoken by a mixture of familiar and unfamiliar speakers than to sequences of sentences that were all spoken by unfamiliar speakers. However, the findings were confounded because the familiar speakers were never heard alone. Nevertheless, more recent studies have implicated similar brain regions when contrasting the voices of familiar speakers against those of unfamiliar speakers (e.g. right temporal pole, right amygdala and para-hippocampus, right precuneus/retrosplenial cortex; 188). Moreover, another study, which contrasted the joint responses to familiar faces and familiar speakers to unfamiliar faces and unfamiliar speakers, found significant activity in retrosplenial cortex (153). In addition to these brain areas, a number of studies have reported greater activity in the fusiform gyrus in response to familiar speakers (188, 189, 190, 191; see section 4.5). Activity in the fusiform gyrus appears to be specific to speaker recognition, because it occurs when listeners perform a speaker-recognition task but not when they perform a speech-recognition task. A study with a similar design (192) from a different laboratory failed to find increased activity in response to familiar speakers in the fusiform gyrus, possibly because it included relatively few subjects (11). Finally, a recent study presented listeners with famous and unknown speakers in an event-related fMRI design (193). They focused their analysis on several regions of interest along the STG/STS, and found clusters that responded more strongly to famous than to unfamiliar speakers when the listeners indicated whether those voices were familiar or unfamiliar.

To our knowledge, only one study has reported results concerning the neural mechanisms associated with listening to unfamiliar speakers. von Kriegstein and Giraud (148) instructed their listeners to perform a speaker task or
a speech task (see 149) whilst listening to sequences of sentences spoken by unfamiliar speakers or familiar work colleagues. The authors found that the right posterior STS (along with regions within the frontal lobes, angular gyrus, and amygdala) exhibited stronger responses to the unfamiliar than the familiar speakers when the listeners performed a speaker-recognition task, but not when they performed a speech task. It was argued that the activity in this region might have reflected the acoustic analyses necessary to perform the tasks, since the speaker task was more difficult with the unfamiliar speakers than with the familiar speakers.

4.5. Integration of speaker and face information

In everyday situations, voices and faces are usually perceived together. It is well known that the brain routinely combines information from both modalities for the purposes of improving speech intelligibility, and the neural correlates of this kind of integration have been studied extensively (reviewed by 194). What is relatively less clear is how auditory and visual information are combined for person recognition. Several behavioural studies have shown that listeners can successfully match a sentence spoken by an unfamiliar speaker to a silent video of the same speaker, and vice versa, even when the spoken and articulated sentences are different (195, 196, 197, 198, 199, 200). The perception of facial movements appears to be a critical factor in these experiments, since listeners are usually unable to match speech from unfamiliar speakers to static images of their faces (e.g., 196). Schweinberger and colleagues reached similar conclusions in a series of related studies (201, 202, 203; see also the article by Schweinberger and Robertson in the current issue). In these experiments, listeners were instructed to classify sentences as being spoken by familiar or unfamiliar speakers whilst viewing static images or time-synchronised videos of faces. Viewing static images and videos of faces improved classification when the identities of the voices and faces matched, whilst videos (but not static images) of faces disrupted classification when they did not match. These results demonstrate that voices and faces (particularly moving faces) convey complimentary and consistent speaker-related information that listeners can combine for recognition, but it is not clear at what stage of neural processing this combination occurs.

Traditionally, models of face perception have assumed that face recognition begins with an analysis of the visual sensory input, followed by a stage of processing in which complementary information from different modalities is combined together (see section 4.6). This characterization implies that supra-modal integration occurs only at a relatively late stage of the person-recognition process and simply enriches the representation of the person with associated biographical and other sensory knowledge. However, there is evidence to suggest that auditory and visual information are combined for person recognition more directly and at a much earlier stage of processing. Over several studies, von Kriegstein and colleagues (188, 189, 190, 191) compared the neural mechanisms of recognising visually familiar speakers to those of recognising visually unfamiliar speakers. The ‘visually familiar’ speakers were either personally known to the listeners (work colleagues, 188, 190), or listeners were trained to recognise their voices together with their faces (189, 191). The ‘visually unfamiliar’ speakers were either unknown (189), or listeners were trained to recognise them together with an arbitrary visual symbol (189, 190, 191). All of these studies included several different control conditions, such as those in which the listeners recognised the speech message rather than the speakers using the same stimuli. A consistent finding was that the recognition of the visually familiar speakers activated the FFA (as defined by an independent face-area localiser scan). Moreover, functional connectivity analyses showed that only when recognising visually familiar speakers, there were strong correlations in the time course of activity between the FFA and the voice-selective regions in the middle/anterior STS. The functional connectivity was not present to the same extent when listeners recognised the visually unfamiliar speakers or when they performed a speech task. The results suggest that when listeners attempt to recognise a visually familiar speaker by voice, face-recognition regions are recruited and communicate with the voice-recognition regions.

The recruitment of face regions during speaker recognition does not necessarily mean that visual information is integrated at an early stage of voice processing: the functional connectivity between voice and face regions could reflect co-modulation by a later supra-modal region rather than direct communication. Evidence against this explanation comes from two recent studies (204, 205). In the first (204), the authors used fMRI to localise the voice-selective regions (posterior, middle, and anterior STS) and the FFA individually in each listener, and then used diffusion MRI to investigate the structural connections between these regions. They found structural white-matter connections between the individually localised voice-sensitive regions and the FFA. These connections were stronger between the middle and anterior STS (the areas implicated in the processing of speaker identity, 138, 148, 149, 177, 179) and the FFA than between the posterior STS and the FFA. The second study used MEG to investigate at what time point the FFA is recruited during the recognition of visually familiar speakers (205). The authors found evidence that the recruitment occurred early during sensory processing, around 110 ms after the onset of the acoustic stimuli. These findings strongly suggest that the functional correlations observed between these areas during speaker recognition are the result of direct communication rather than indirect co-modulation via a third region.

4.6. Modelling speaker recognition

In a now classic theoretical paper, Bruce and Young (206) proposed a theoretical model of face recognition. The model assumed that after basic visual processing, faces go through a stage of ‘structural encoding’, which produces a set of abstracted representations of the face (e.g., view-centred, expression-independent). These representations are sent to three modules, which perform the analysis of facial speech, emotion expression, and face identity, respectively. The
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face-identity module was characterised in terms of ‘face-recognition units’ (FRUs) that each code for a specific face that is familiar to the viewer. Finally, the FRUs connect to another module containing supra-modal ‘person-identity nodes’ (PINs), which retrieve biographical knowledge and information from other sensory modalities about the individual. Bruce and Young’s original model has proven enormously influential since its inception, and although a number of its elements have been refined and revised, most subsequent models have not deviated from its core tenets — namely, structural encoding, FRUs, and PINs (e.g., 207, 208, 209, 210; for a recent overview, see 211).

Subsequent work has expanded Bruce and Young’s (206) model to incorporate a processing pathway for voices (168, 169, 209, 212). In particular, Ellis et al. (212) suggested that speech goes through a set of processing stages mirroring those of faces, including initial structural encoding followed by an extraction of the speaker’s identity via ‘voice-recognition units’ (VRUs). Based on its importance in tasks involving speaker recognition and its ability to adapt to speaker identity, the right anterior STS is a good candidate for the neural locus of the VRUs. One problem with this hypothesis, however, is that the right anterior STS has not been consistently shown to respond differently to unfamiliar and familiar speakers, as recent work suggests that it should (see the articles by Gainotti and Hanley in the current issue). If there are indeed VRUs within the right anterior STS, and if there are corresponding FRUs within the FFA, the empirical findings described in section 4.5 suggest that these units communicate with each other directly in addition to projecting to the same supra-modal brain regions (i.e., the PINs; 188, 189, 190, 191, 204, 205).

5. CONCLUDING REMARKS

How we recognise who is speaking remains an open question. Aspects of a speaker’s anatomy lead to perceptible differences in the voice quality, which can be used to discriminate between speakers or make judgments about their personal characteristics. Among the most salient of these voice-quality characteristics are GPR and VTL. GPR and VTL appear to play an important role when listeners recognise familiar speakers, but this is highly dependent on the type of stimuli (e.g., vowels, words, or sentences) and on the speaker’s themselves. It is not fully understood how we encode representations of speaker identity, or how this process differs for unfamiliar and familiar speakers. Clinical studies involving patients with predominantly right-hemisphere brain damage suggest that damage to these areas can impair familiar-speaker recognition whilst leaving other abilities, such as voice discrimination and face recognition, relatively intact. Functional neuroimaging in healthy listeners has revealed that the processing of voices relies on a predominantly right-lateralised network of temporal brain regions, which share direct and early connections with regions that deal with face perception. Future progress is likely to be expedited by the parallel development of psychological and neuroanatomical models of speaker recognition.
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